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.. most engineers do not understand the need for careful thinking about statistical matters. It
is time for the professional statisticians to rise to the challenge of teaching statistics to engineers
and scientists.”—M.J. Hinich

While SP Magazine is not necessarily adverse to the publication of book reviews, for various
reasons none has been published for many years. The following articles are included, not so
much for their interest as book review material, but for the issues they raise; and also to launch
a new department in this Magazine by which readers can express their views on topics of
importance in the area of signal processing.

Most of us working in SP would confess to sometimes sloppy or cavalier use of statistical
concepts. The reality, is, however, that we rarely have certain justification for any population
model assumed, regardless of how mathematically rigorous our analysis based on the model.
Professor William Gardner of the University of California at Davis proposes an unorthodox
solution to this problem in his recent book in which statistics over ensemble models are replaced
by a dual “temporal probability” model over waveforms. In his review of Gardner’s book,
Professor Melvin Hinich of the University of Texas at Austin takes great exception fo this
approach in his review written for SIAM Review, and reprinted here.

Hinich implies that acceptance of such a model would reveal the engineer’s misunderstanding
of “the need for careful thinking about statistical matters.” Following Hinich’s review is
Gardner’s rejoinder in the form of a humorous piece, “Ensembles in Wonderland,” intended to
“inform people about both sides of the controversy without trying to discredit either side.”

I will let the reader determine whether Professor Gardner has achieved his objective with
complete impartiality. Regardless of which side of the debate you find yourself on, the article

should be informative.

At a time when several issues centering on statistical signal processing are planned for SP
Magazine, it is hoped that this set of articles will stimulate debate and interest in the subject.

Wirite to us!
— J.R. Deller

Statistical Spectral Analysis: A Non-
probabilistic Theory. William Gardner.
Prentice-Hall, NJ, 1987. xxvi + 566
pages. ISBN 0-13844-572-9.

This book presents a nonstandard
treatment of the Fourier analysis ap-
proach to the study of deterministic,
random continuous, and discrete-time
signals. The coverage of the algebra of
spectral analysis, and the motivation,
examples, and exercises used in his
book are basically the same as other
modern books in the subfield of elec-
trical engineering, which is usually
called “Digital Signal Processing.”
What is odd about this work is the
author’s strange “mathematical” ap-
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proachtostochastic processes.

The subtitle illustrates the bizarre na-
ture of this book, “A Nonprobabilistic
Theory” (is nonprobabilistic a word?). In
his Preface, Gardner attempts to justify
his approach. He writes about the need for
an empirical approach to the study of time
series (I agree), and then he makes a brief
attempt to use past mathematical work on
randomness to justify his approach. For
example, he uses an out-of-context quote
from an obscure book by T. S. Fine (Theo-
ries of Probability: An Examination of
Foundations, Academic Press, New
York, 1973).

Gardner does not avoid probability
and randomness in this exposition. What
he does is develop a heuristic treatment of
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randomness of a realized time series in
terms of what he calls the “fraction-of-
time probabilistic model.” His concept
is a confused and confusing attempt to
use well-known results from Markov
process theory to set up an idiosyncratic
theory of probability without the stand-
ard discipline from mathematics. Just
imagine the confusion that would result
in the application of statistical concepts
if we had no standard and widely under-
stood theory of probability to rational-
ize our data analysis and interpretation!

Both the author’s Preface and the
Forward by Bracewell reveal the confu-
sion that reigns concerning the role of
probability models in a statistical analy-
sis of data and experimental design. The
science of statistics deals with (1) the
design of experiments to control the
randomness and uncertainty in any ex-
periment, and (2) the analysis of data as
an organized process of scientific in-
quiry. The basic idea is to take repre-
sentative samples from some defined
population, and then make inferences
about the population from the data. In
time series analysis, the standard con-
ceptualization is to assume that the time
series we observe is a representative
sample from an ensemble of series that
are mathematically modeled by a joint
distribution for the sample times.

One convenient way of thinking about
the ensemble (which Gardner abhors) is
to think of the observed series as a signal
from amachine whose system parameters
randomly vary over time in some fashion.
The machine that generates the data is one
of a set of identical machines that were
manufactured at the same plant in the
same time. The only difference between
the machines is the setting of the varying
parameters over time. A probability
model is assumed for the random parame-
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ters for the set of machines. As long as
we believe that the machine that gener-
ates the data is a representative random-
ized selection from the population of

identical machines (the ensemble), then

it is possible to make inferences about
the population from the signal that we
observed, provided that the process is
stationary and satisfies some prob-
abilistic mixing condition.

The mixing condition is crucial to
statistical analysis of time series. It is
not enough to assume stationarity and
ergodicity. Ergodicity and stationarity
are sufficient to develop consistent esti-
mates of system parameters and the

spectrum at a set of discrete frequencies. -

Consistency is convergence in prob-
ability. But convergence in probability,
or even convergence almost surely to a
point, is a very weak condition for an
estimation method. In order to make
inferences from sample estimates about
population parameters, we need to
know something about the statistical
variability of the sample estimates. This
requires the use of probability models
and some sort of central limit theorem.
Since the interesting cases in time series
involve time-dependent random proc-
esses, we need to invoke a mixing con-
dition to validate the application of a
central limit theorem for asympotic
analysis of estimates. If the finite sam-
pling properties of an estimate are
known, which may be the case if the
process is Gaussian, then we do not
need asympotics, but we do need prob-
ability models.

The author seems to be aware that he
needs to use standard notation in parts
of his book, so he writes about expected
values using time averages. His ap-
proach is very hard to follow because he
is “standing on his head” to adhere to
this ideology of determinism.

It is too bad that the exposition in his
book is harmed by such an odd misdi-
rection of intellectual effort. The book
covers a set of topics that are rarely
treated in the signal processing litera-
ture: cyclostationarity and periodic sig-
nals with random components. The
treatment of cyclostationarity is very
idiosyncratic since Gardner is a pioneer
in this field with L. Franks. A cyclosta-
tionary process is not ergodic, butit may
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be made so by sampling the process
using periodic sampling synchronized
with the periodicity of the process.

The simplest such process is a sine
function whose amplitude and phase are
fixed, but where the phase is drawn at
random. Such a process is then station-
ary but not ergodic. Since it is easy to
determine the period of the sinusoid as
long as it is not observed with a lot of
noise, it is easy to synchronize the sam-
pling. Since the author defines cyclosta-

‘tionarity in a convoluted way using his

time averaging formalism, the simplic-
ity of the concept is totally obscured.
This is one of many examples in the
book where simple concepts are con-
fused by Gardner’s compulsion for
“home-made” mathematics.

This book should not be used as a
single source for a course in statistical
spectral analysis because the students
will not learn the basic concepts that
everyone else learns (or attempts to).
There is no reason for students in such
a course to learn measure theory, but
they should learn the basics of multi-
variate probability theory. Even social
science students are able to learn and
properly use these basic mathematical
tools. Engineers and scientists have bet-
ter mathematical background and are
constantly drilled in the precise applica-
tion of mathematical models, so they
should be expected to master the simple
mathematics required in statistics. The
hard part of statistical analysis is the
complexities inherent in inference,
where there is no right answer. Itis clear
to me from reading this book and its
Preface and Forward that most engi-
neers do not understand the need for
careful thinking about statistical mat-
ters. It is time for the professional stat-
isticians to rise to the challenge of
teaching statistics to engineers and sci-
entists.

— Melvin J. Hinich

Author’s Comment
Professor Hinich has written a severely

critical review [1] of the book [2], and
of engineers in scientists in general with
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regard to their understanding of statis-
tics. As author of this book, I am re-
sponding to this criticism, not to try to
establish whether or not this is a good
book, but rather to counter Professor
Hinich’s bold claim that the philosophy
put forth regarding the utility of a non-
stochastic approach to time-series
analysis, is misguided and that engi-
neers and scientists who accept this phi-
losophy as a viable conceptual tool do
not understand statistics. In Professor
Hinich’s own words," Both the author’s
Preface and the Forward by Bracewell
reveal the confusion that reigns con-
cerning the role of probability models in
a statistical analysis of data...it is clear
to me from reading this book that most
engineers do not understand the need
for careful thinking about statistical
matters. It is time for the professional
statisticians to rise to the challenge of
teaching statistics to engineers and sci-
entists."

Everyone agrees, I think, that sto-
chastic processes have their place—
they are indeed useful in some
applications. The question before us is,
“Must we accept stochastic processes as
the only viable approach to dealing with
time-series data that is erratic or unpre-
dictable? Or is there a viable alternative
that is more useful in some applica-
tions?”

The standard approach in statistics is
well suited to experimental design, data
analysis, and inference for populations:
When a population actually exists in the
real world, application of the standard
conceptual framework of orthodox sta-
tistics can be appropriate. However,
when no population associated with the
available data exists or when no such
population can exist (e.g., in astronomy,
the concept of a population of universes
is not usually considered viable— rep-
licating the “experiment” of creating the
universe is rather far-fetched), then the
appropriateness of pretending that a
population exists should be questioned.

Many statisticians accept and invoke
the concept of a population in develop-
ing their theories and methods. When
one has a single time-series of data to
analyze and use as a basis for making
inferences about the real-world situ-
ation that gave rise to the data, and when
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one knows that there can be no access
to a population of such time-series (be-
cause it does not or cannot exist), then
one would be remiss in not questioning
the appropriateness of the orthodox
conceptualization of the time-series as
one member of a population, or ensem-
ble, mathematically modeled as a sto-
chastic process.

Many—but by no means all—real-
world problems in communications en-
gineering and signal processing involve
time-series data for which no popula-
tion exists; that is, data for which repli-
cation of the experiment is impossible
or impractical. However, many of these
time-series are known to arise from
physical phenomena that can be consid-
ered to be unchanging in their basic
nature of very long periods of time. In
such cases, conceptually idealizing this
time-invariance by extending the length
of the data record without bound en-
ables us to conceive of a model that is
derivable from the data in the limit as
the amount of data used for measuring
the parameters of the model approaches
infinity. This leads us to the concept of
a fraction-of-time (FOT) probability
model that is free from the abstract con-
cept of a population. For example, the
FOT probability that a time-series ex-
ceeds some specified level is defined to
be the fraction of time that this event
occurs over the life of the time-series.

Once we have accepted the idea of an
infinitely long time-series with an FOT
probability model, we can develop a
theory of statistical inference and deci-
sion that is isomorphic to the theory for
stationary stochastic processes.

In summary, I believe Professor
Hinich’s admitted confusion about the
message delivered in [2] results not
from any flaw in the philosophy put
forth in [2], but rather from his unwill-
ingness to accept this philosophy as a
viable alternative to his philosophy—a
philosophy to which he clings tightly.
Moreover, in defense of engineers and
scientists, I mention that the book [3] on
stochastic processes, coupled with [2],
illustrates that some nonstatisticians are
capable of understanding, using, and
teaching both the orthodox theory of
stochastic processes (for those situ-
ations where it is appropriate) and the
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unorthodox theory of time-series based
on FOT probability (for those other situ-
ations where it is the more appropriate
of the two).

Not all statisticians share Professor
Hinich’s inflexible position on what he
calls “an odd misdirection of intellectu-
al effort.” Professor A. M. Yaglom of
the Academy of Sciences of Russia,
author of well known books on time-se-
ries analysis and stochastic processes,
states in his review [4] of [2] and [3]:

“It is important, however, that until
Gardner’s second book was published
there was no attempt to present the mod-
ern spectral analysis of random proc-
esses consistently in language that uses
only time-averaging rather than averag-
ing over the statistical ensemble of re-
alizations. Moreover, this book also
shows that such a treatment possesses
some advantage over the traditional
one...Professor Gardner’s books are
both valuable additions to the available
literature on the theory of random proc-
esses.”

Similarly, Professor Enders A. Ro-
binson of Columbia University, author
of thirty books on time-series analysis,
states in his review [5]:

“This book can be highly recom-
mended to the engineering profession.
Instead of struggling with many unnec-
essary concepts from abstract prob-
ability theory, most engineers would
prefer to use methods that are based on
the available data. This highly readable
book gives a consistent approach for
carrying out this task. In this work Pro-
fessor Gardner has made a significant
contribution to statistical spectral analy-
sis, one that would please the early pio-
neers of spectral theory and especially
Norbert Wiener.”

Apparently, the distinction to be
made is not Professor Hinich’s distinc-
tion between engineers/scientists and
statisticians, but rather it is the distinc-
tion between pragmatists (as defined by
the American philosophers Charles
Sanders Peirce and William James),
who can adopt whatever conceptualiza-
tion best serves the practical purpose at
hand, and those others who believe in
the sanctity of one particular system of
conceptualization, regardless of its
practical consequences. The nonprag-
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matists speak of a controversy over the
stochastic and nonstochastic approach-
es to time-series analysis. But, there is
really no basis for controversy. The
only real issue is one of judgement—
judgement in choosing for each particu-
lar time-series analysis problem the
most appropriate of two alternative ap-
proaches [6].

Making inferences from available
data is tricky business for anyone. For
example, Professor Hinich makes the
following inference about a population
numbering in the hundreds of thousands
on the basis of data from a single mem-
ber of this population: “It is clear to me
[Hinich] from reading this book that
most engineers do not understand the
need for careful thinking about statisti-
cal matters.”
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Ensembles In Wonderland
by William A. Gardner

Alice was an above-average engineer-
ing student at the University of the
Queen of Hearts, but this semester she
was struggling through a course on sta-
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tistical signal processing, and things
were getting curiouser and curiouser.
When she was confronted with the topic
of spectral analysis, she was perplexed
by the mysterious reasoning given for
spectrally smoothing the periodogram
of a record of data produced by a re-
ceiver in a radio astronomy experiment.
The argument Alice was presented with
went something like this: Nevermind
that you have only one record (which
could go on forever) and that you want
to use this record to learn something
about the sources of radio energy im-
pinging on Earth, pretend that your data
is one record from an infinite ensemble
of possible records (each of which could
go on forever) that might have occurred,
but didn’t. Also, assume that this hypo-
thetical ensemble is governed by a
Gaussian probability law. To reduce the
variance over the ensemble of these
nonexistent records (from nonexistent
universes), you should spectrally
smooth the periodogram. Why? Be-
cause it is mathematically proven in the
textbook that the variance over the
make-believe ensemble, which defines
a Gaussian stochastic process, is re-
duced by spectral smoothing. Oh, and
by the way, this hypothetical variance
also can be reduced by time averaging
the periodogram instead of spectrally
smoothing it. Why? Same reason: It is
mathematically proven ...

Alice whispered to her classmate, “It
would be so nice if someone would
make sense for a change.” Professor M.
Hatter overheard Alice and turned to her
with a stern look on his face and an-
nounced “This does make sense.” Hold-
ing the textbook up for display, he said,
“Just start at the beginning and when
you reach the end, stop.” Troubled by
this, Alice decided she would get a sec-
ond opinion. Later that day, she fol-
lowed the Queen’s Way to the campus
repository of knowledge, the Cabbages
and Kings Library. Hoping to find a
more intuitively satisfying discussion
of statistical spectral analysis, she lo-
cated a score of books on the subject and
proudly carried them off to a quiet cor-
ner of the reading room and began her
quest for enlightenment. But, before
long, her enthusiasm began to fade and
in its place resignation set in. Alice
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found that all the books told the same
story, whether authored by Tweedle
Dee or Tweedle Dum. Stochastic proc-
esses were mathematically defined; the
property of stationarity was introduced;
the autocorrelation function was de-
fined; the power spectral density func-
tion was defined to be the Fourier
transform of the autocorrelation func-
tion; then the periodogram was intro-
duced as a potential estimator of the
power spectral density, but it was
shown that even though the expected
value over the ensemble could be made
to approach the power spectral density
by using long enough data records, this
did not reduce the large variance over
the ensemble. Then spectral smoothing
was introduced as a means for reducing
variance.

At this point, Alice could only con-
clude that the apparent absurdity of the
make-believe ensemble and corre-
sponding stochastic process was aresult
of her own failure to grasp something
very deep and meaningful. After all,
engineers do simulate ensembles on
computers, and there was a lot of talk
about something called virtual reality.
So maybe the concept of reality was
itself silly she thought, maybe nothing’s
impossible. Alice put her nose to the
grindstone for the rest of the semester
and learned the mechanics of stochastic
processes, all the while trying to repress
the thought “Why is it I give myself
very good advice, but very seldom fol-
low it?”

Time passed and Alice went on to
earn a Ph.D. degree in, of all things,
statistical signal processing. She con-
sidered a research position in industry,
but was offered a professorship at the
prestigious Stanford Institute of Tech-
nology in Berkeley, Massachusetts,
which she happily accepted. One day
after alecture in which Alice eloquently
spun the yarns about ensembles in
wonderland that she had learned at
Queen of Hearts, one of her students,
with the grin of a cheshire cat, pointed
out that a book review on this very topic
had just appeared in a mathematics jour-
nal, and it seemed to suggest that engi-
neers don’t always view this topic the
same way statisticians do. Alice got a
copy of the book review and was
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amused to find the reviewer claiming
that some foolish professor had written
an entire book on an apparently ridicu-
lous way of thinking about statistical
spectral analysis that avoided stochastic
processes and associated ensembles.
The review [1] exposed the “bizarre”
book [2] as an “odd misdirection of
intellectual effort.”

Reaching back in her mind, Alice
recalled the difficulties she had experi-
enced as a student at Queen of Hearts
trying to grasp what then seemed to her
to be a mystery, but now she accepted
without question. But did she? There
still seemed to be some doubt lurking in
the recesses of her mind, in spite of the
confidence with which she taught the
subject of stochastic processes. Alice
thought it would be fun to see first hand
what this professor had to say. Upon
finding the book in the library, she was
surprised to see that the binding was
broken and the cover was crumpled and
soiled. There was a grimy imprint on the
title page that read “Nike.” It looked as
though someone had thrown the book
violently to the floor and stomped on it.
She skimmed the table of contents and
then turned to Chapter 3, where statisti-
cal spectral analysis was introduced.
This is what she read:

In order to understand why a time--
averaged periodogram can be prefera-
ble to one that has not been averaged,
we must focus our attention not on the
dataitself but rather on the source of the
data—the physical mechanism that
generates the data. Generally speaking,
data is nothing more than a partial rep-
resentation of some physical phenome-
non—a numerical representation of
some aspects of the phenomenon. The
fundamental reason for interest in a
time-averaged spectrum of some given
data is a belief that interesting aspects
of the phenomenon being investigated
have spectral influences on the data that
are masked by uninteresting (for the
purpose at hand) random effects and an
additional belief (or, at least, hope) that
these spectral influences can be re-
vealed by averaging out the random
effects. This second belief (or hope)
should be based on the knowledge (or,
at least, suspicion) that the spectral
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influences of the interesting aspects of
the phenomenon are time-invariant, so
that the corresponding invariant spec-
iral features (such as peaks or valleys)
will be revealed rather than destroyed
by time-averaging.

Hmmm, she thought. This doesn’t
sound all that foolish. Let me go back
and look at the introductory section in
Chapter L, entitled “Objectives and Mo-
tives.” She read:

A premise of this book is that the way
engineers and scientists are commonly
taught to think about empirical statisti-
cal spectral analysis of time-series data
is fundamentally inappropriate for
many applications. The subject is not
really as abstruse as it appears to be
from the conventional point of view. The
problem is that the subject has been
imbedded in the abstract probabilistic
framework of stochastic processes, and
this abstraction impedes con-
ceptualization of the fundamental prin-
ciples of empirical statistical spectral
analysis. Hence, the probabilistic theo-
ry of statistical spectral analysis should
be taught to engineers and scientists
only after they have learned the funda-
mental deterministic principles—both
qualitative and quantitative. For exam-
ple, one should first learn 1) when and
why sine wave analysis of time-series is
appropriate, 2) how and why temporal
and spectral resolution interact, 3 ) why
statistical (averaged) spectra are of in-
terest, and 4) what the various methods
Sfor measuring and computing statistical
spectra are and how they are related.
One should also learn how simultane-
ously to control the spectral and tempo-
ral resolution and the degree of
randomness (reliability) of a statistical
spectrum. All this can be accomplished
in a nonsuperficial way without refer-
ence to the probabilistic theory of sto-
chastic processes.

Alice turned back to Chapter 3 and
read on to find that one can obtain ap-
proximately the same result by fre-
quency smoothing the periodogram
rather than time averaging it. There was
a proof of this statement that consisted
of manipulating the mathematical ex-
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pression for the time-averaged perio-
dogram into an expression for the fre-
quency-smoothed periodogram. She
Jjumped ahead to Chapter 5 and found a
mathematical proof that the variance
over time (not over some make-believe
ensemble) was indeed reduced by both
time averaging and frequency smooth-
ing the periodograrn.

In fact, there were many mathemati-
cal results that were essentially the same
as those in the books that couch every-
thing in terms of stochastic processes; it
was the link between the mathematics
and the real world that was different.
This book used time averaging every-
where the other books used ensemble
averaging. This seemed to make a lot of
sense when the real world situation in-
volves a single record of data from a
physical phenomenon that is not chang-
ing with time.

Alice feverishly read on as her origi-
nal motive for perusing the book turned
into a reborn desire to solve the mystery
she first encountered as a student at
Queen of Hearts many years ago.

When she finally set the book down
hours later with a deep feeling of satis-
faction, Alice wondered why all the
other books mask such naturally simple
ideas behind ramblings about ensem-
bles in wonderland. She suddenly re-
membered the review which led her to
this unique book and she returned to her
office to reread the review. She went to
the concluding line in the review and
read:

It is clear to me from reading this
book that most engineers do not under-
stand the need for careful thinking
about statistical matters. It is time for
the professional statistician to rise to
the challenge of teaching statistics to
engineers and scientists.

She reflected for a moment and then
said to herself “How strange for a pro-
fessional statistician to draw an infer-
ence about a population consisting of
hundreds of thousands on the basis of
observations on a single member of this
population; certainly the concept of er-
godicity does not apply here. Then
something caught her eye. It was the
only technical statement in the review.
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She read, “the simplest such process is
a sine function whose amplitude and
phase are fixed [over time], but where
the phase is drawn at random [from an
ensemble]. Such a process is then
stationary but not ergodic. “Gee,” Alice
thought “maybe engineers have some-
thing to offer to statisticians: we can
explain to them why this simple process
is indeed ergodic, even though it does
not pass the standard “mixing" test that
they are so fond of.

Alice set the review aside and mused
for awhile. It was late and she was tired.
Little glimmers of curiousities from the
history of engineering came to mind and
faded—the heated controversy between
physicists and mathematicians over
Heaviside’s operational calculus, now a
standard part of engineering curricula—
the mathematician’s revulsion over the
engineer’s best friend, the impulse. She
wondered if the current protests from
some statisticians over this alternative
approach to statistical spectral analysis
would subside, and it too would become
a standard part of engineering. One
thing was clear. It would definitely be-
come a standard part of the signal proc-
essing curriculum in her department at
Stanford Institute of Technology.

The next day, Alice awoke early and
went directly to her desk to prepare a
new lecture to replace the one she had
given yesterday. She wrote:

“The standard approach in statistics
is well suited to experimental design,
data analysis, and inference for popula-
tions: when a population actually exists
in the real world, application of the
standard conceptual framework of or-
thodox statistics can be appropriate.
However, when no population associat-
ed with the available data exists or when
no such population can exist, then one
should question the appropriateness of
pretending that a population does exist.

“Many statisticians accept and in-
voke the concept of a population in
everything they do in developing theory
and method. But unquestioning adher-
ence to orthodoxy is not usually consid-
ered good science. It is a comforting
approach for many but it is not always
defensible on scientific grounds. When
one has a single time-series of data to
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analyze and use as the basis for making
inferences about the real-world situa-
tion that gave rise to the data, and when
one knows that there can be no access
to a population of such time-series (be-
cause none does or can exist), then one
would be remiss in not questioning the
appropriateness of the orthodox con-
ceptualization of the time-series as one
member of a population, or ensemble,
mathematically modeled as a stochastic
process.

“Many—but by no means all—real-
world problems in communications en-
gineering and signal processing involve
time-series data for which no popula-
tion exists, i.e., for which replication of
the “experiment” is impossible or im-
practical. However, many of these time-
series arise from physical phenomena
that can be considered to be unchanging
in their basic nature for a very long time.
In such cases, conceptually idealizing
this time-invariance by extending the
length of time without bound enables us
to conceive of a model that is derivable
from the data in the limit as the amount
of data used for measuring the parame-
ters of the model “approaches infinity.”

This leads us to the concept of a frac-
tion-of-time probability model that is
free from the abstract concept of a
population. (For example, the fraction-
of-time probability that a time-series
exceeds some specified level is defined
to be the fraction of time that this event
occurs over the life of the time-series.)

Alice stopped writing for a moment
to reflect. It occurred to her that the title
of the book [2] Statistical Spectral
Analysis: A Nonprobabilistic Theory
could be misleading since it is shown in
Chapter 5 of the book that an em-
pirically motivated inquiry into the
problem of quantifying the average be-
havior of spectral measurements leads
naturally to a probabilistic theory. Since
this probabilistic theory is nonstochas-
tic (it involves only time averages, not
ensemble averages), the title could have
been Statistical Spectral Analysis: A
Nonstochastic Theory. Nevertheless,
she thought, the majority of the con-
cepts and methods developed in the
book are not only nonstochastic, they
are indeed nonprobabilistic and a pri-

- mary goal of the book is to show that, in

an empirically motivated development
of the fundamental concepts and meth-
ods of statistical spectral analysis, prob-
ability does not play a seminal role. It
does play an important role in the me-
chanics of quantifying average behav-
ior, but it plays no role in
conceptualizing the objectives and
methods of statistical spectral analysis
of single time-series.

As Alice continued to write her lec-
ture, she was keenly aware of a new
level of enthusiasm that she could bring
to her course on statistical signal proc-
essing. She would have to make a point
of thanking the student with the chesh-
ire cat grin for bringing that book re-
view to her attention.
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