IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 40, NO. 5, MAY 1992

1185

Signal-Selective Time-Difference-of-Arrival
Estimation for Passive Location of Man-Made
Signal Sources in Highly Corruptive
Environments, Part II: Algorithms
and Performance

Chih-Kang Chen, Member, IEEE, and William A. Gardner, Fellow, IEEE

Abstract—For the problem of estimating time difference of
arrival (TDOA) of radio waves impinging on a pair of antennas
for the purpose of passively locating the source of a communi-
cations or telemetry signal in the presence of interfering signals
and noise, a new class of signal-selective algorithms that are
highly tolerant to interference and noise is introduced. In part
I of this two-part paper, the background theory of cyclosta-
tionary signals is presented and applied to the design of various
new TDOA methods. In this part II, algorithmic implementa-
tions are described and their performance capabilities are as-
sessed by analysis and simulation. By virtue of the fact that the
multiple-signal resolution problem is essentially eliminated by
the signal selectivity of the algorithms, two performance ad-
vantages are gained: 1) the practicality of source location with
relatively closely spaced antennas is substantially enhanced, and
2) the problem of sorting through multiple TDOA estimates,
resulting from multiple interferers, for the estimate corre-
sponding to a particular signal of interest is eliminated. These
new algorithms exhibit their signal selectivity regardless of the
extent of temporal, spectral, or spatial overlap among received
signals. It is only required that the signal of interest have a
known (or measurable) analog carrier frequency or digital key-
ing rate that is distinct from those of all interfering signals. Yet
the computational complexity of these algorithms is no more
than that of conventional generalized cross-correlation algo-
rithms.

I. INTRODUCTION

N part I of this paper [1], a new class of signal-selective

methods for time-difference-of-arrival (TDOA) esti-
mation is introduced. The signal selectivity gained by ex-
ploitation of the cyclostationary property of the signals of
interest, as reflected in the spectral correlation functions
for the received data, promises substantial tolerance to
additive noise and interfering signals regardless of tem-
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poral, spectral, and spatial overlap. The purpose of this
paper, part I, is to introduce algorithmic implementations
of some of the new methods and to corroborate the theo-
retical arguments given in part I by quantitative evalua-
tion of their performance.

In Section II, specific algorithms for digital implemen-
tation of the various methods are described, and practical
considerations for implementation are discussed. This in-
cludes the issues involved in choosing spectral-smooth-
ing-window widths and temporal-integration intervals for
estimating the spectral correlation functions. In Section
III, four distinct noise and interference environments are
defined and a qualitative discussion of the performance of
the various algorithms in these environments is given and
illustrated with graphical descriptions of the TDOA esti-
mation functions produced by the algorithms. In Section
IV, the performance of the algorithms in the various en-
vironments is quantitatively measured in terms of mean-
squared error obtained from Monte Carlo simulations. Fi-
nally, in Section V, conclusions are drawn.

For easy reference, this introduction is concluded with
formulas specifying the TDOA estimate D obtained from
each of the methods to be evaluated.’

Conventional Generalized Cross-Correlation Method
(GCC):

D = arg max {by(7)} 0))
where BO(T) is an estimate of
Sy(f)
bo(r) & S ~ ¢ d ¥))
9O = Ji1-s<mor SUD 4

-and f; and B, are the center frequency and bandwidth of

the power spectral density S°(f) of the signal of interest.
Spectral Correlation Ratio Method (SPECCORR):

D = arg max {b,(r)} 3)

'The primes used on the symbols in (5)-(10) originated in [1] and are
retained here for consistency.
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where b, (7) is an estimate of

S S;‘x (f) ei27rf‘r

by (1) & .
£ —ful <Ba/2 ST(f)

daf )

and f, and B, are the center and width of the spectral cor-
relation function S¢ (f) if known, in which case the prefix
BL (for band limited) is used with acronym the SPEC-
CORR; otherwise, f, and B, must be chosen to cover the
entire band where S?(f) might reside.

Spectral Coherence Alignment Method (SPECCOA)—
Also the Spectral Correlation Product Method (SPEC-
CORP):

D = arg max {&,(r)} %)
where &, (7) is an estimate of

ca(r) =ReU S5 ()85 (fyre o erar df} ©)
I71<B

and B is the entire analysis band of the receiver.’
Spectral Coherence Nulling Method (SPECCON ):

D = arg min {d/,(7)} @)

where d/ (7) is an estimate of

’ L o o —i2Tar
dur) £ Re {Sm . {Sx (NS5 (frre

S (S5 (e
— ST + SFNSH
eI — [SHNSH()

+ 85 (£)*S5, ()] e“"z“(f*“/”’} df}. ®)
Postprocessed SPECCON Method (PP-SPECCON ):
D = arg max {d! (1)} 9
where d” (7) is the estimate
dy(r) & du(n) ® di(n)

in which ® denotes correlation and

(10a)

( . .
Re{S |S;x(f)|2[e—l21rou' + e—z47rf1
d-&(r) _ 4 — ppi2n(f=a/nT _2e—i27r(f+a/2)7] df},
7] = 1/2a
\0, |7 > 1/2a. (10b)

2The version (6) of SPECCOA is optimum for real data, whereas the
version (4) of SPECCORR is optimum for complex data (cf. [1]). Never-
theless, (4) is useful for real data and was used in the simulations reported
in this paper, which were performed before this distinction was recognized.
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In these formulas, S5 (f), Sy(f), and S5,(f) are the

-ideal autospectral and cross-spectral correlation functions

for the data x(¢) and y(¢) received at the two antennas (cf.
[1, sec. II, III]). As explained in the next section, in all
simulations considered, o is chosen to be the keying rate
of the binary phase-shifted-keyed (BPSK) signal of inter-
est (SOI), cf. [1, appendix] and Section III. Also, in order
to separate the effects on performance of channel- and re-
ceiver-mismatch, we have simulated the more idealized
model in which the two received signals have equal scale
factors (4 = 11in [1, eq. (38)]).

II. IMPLEMENTATION

In practice, the ideal spectral correlation functions
SY(f), §5(f), and S%,(f) that are used by the methods
summarized in Section I must be replaced by their esti-
mates obtained from measurements. Computationally ef-
ficient estimates are obtained using the frequency
smoothed cyclic periodograms [2, chs. 13, 15], [3]:

f+Af/2
Sy):r(f)Af = Zf Sf—Af/Z Syxr(”) dv (lla)
where
1
S%er(f) = }Yr(f+ a/2)XF(f ~— a/2) (11b)
and
f+Af/2
S5(Dar = 37 Sf_Af S5 0) dy (122)
where ‘
1
Se(f) = }XT(f + a/)X7(f - a/2) (12b)
in which .

7/2
X (f) = S - x(0) e "2 ds. (12¢)

In (11) and (12), T is the integration, or collection, time
and Afis the width of the frequency smoothing window.
The FFT algorithm is used to obtain discrete-time/dis-
crete-frequency transforms corresponding to the trans-
forms X7(f) and Yr(f). Of course, complete immunity
to noise and interference can only be obtained in the limit
as the integration time T approaches infinity. However,
for finite but sufficiently large T, substantial tolerance to
such corruption can be obtained because the inequalities

IS5 (Parl << |85(fagl  and
1S (Pagl << 1S5:(H)af (13)

can then be satisfied, assuming that the smoothing product
is sufficiently large, i.e., at least T Af >> 1 [2, Ch. 15].
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In (13), n(r) and m(f) represent all additive corruption
(noise and interfering signals) to the signals of interest s(7)
and s(t — D) contained in the data x(¢) and y(¢) received
by the two antennas.

The integration time T is constrained by the coherence
time of cyclostationarity (e.g., the coherence time, or re-
ciprocal of the bandwidth, of a sine-wave carrier or of the
fundamental frequency of a keying-clock signal), the re-
ciprocal of the cycle frequency spreading width due to any
time-varying Doppler shift that might occur, and the re--
ciprocal of the error in knowledge of the cycle frequency
a, but it can often be made large enough to accommodate
quite low signal-to-interference-and-noise ratios (SINR’s).
The choice of the frequency smoothing window-width Af
must satisfy two opposing conditions. It must be large
enough to render sufficient reliability of the spectral cor-
relation function estimates, e.g., Af >> 1/T (not to ex-
ceed the bandwidth of the spectral correlation function of
the signal, of course), and yet it must be small enough to
resolve the oscillation in the cross spectral correlation
function due to the TDOA. Specifically, it can be shown
[2, Ch. 15] that the temporal mean of the estimate (11a)
of the cross spectral correlation function is given by

mean {S3.(fag = Sy(f) ® E(f)
= [ST(f)e P U*/PP1 @ E(f)

where & denotes convolution and E(f) is the effective
frequency smoothing window
EG) =2 WnHP 8 V) 19)
in which W, ,(f) is the Fourier transform of the data ta-
pering window used in computing the Fourier transforms
X7(f) and Y7(f), and V, #(f) is the spectral smoothing
window used (e.g., the rectangle in (11a) and (12a)). The
width of E(f) is approximately Af. It follows from (14)
that the frequency smoothing window width A fshould not
greatly exceed 1 /2D in order to avoid destructive leakage
effects due to the oscillatory factor resulting from time
misalignment, D # 0. If the TDOA D is too large and
the two conditions Af >> 1/T and Af < 1/2D cannot
be satisfied simultaneously, a two-stage TDOA estima-
tion procedure can be employed. In the first stage, we
choose Af < 1/2D (using an upper bound on the un-
known D) and use the relatively low-reliability spectral
correlation function estimates (resulting from 7 >>
1/Af) to obtain a coarse TDOA estimate D,. Then, in
the second stage, this D is subtracted from the true TDOA
D (i.e., by delaying x(¢) in time by the amount D,) and a
larger smoothmg window width, Af < 1/2|D — D)),
is used to obtain more reliable spectral correlation func-
tion estimates to get a second and finer TDOA estimate
D,. Thus, the final TDOA estimate is D =D, + D,.
The condition T Af >> 1 is only adequate when the
SINR is not too low. That is, it can be shown [2, Ch. 15]

(14) -
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that the temporal mean of S7,(f),ris zero and its temporal
variance has the approx1mate proportionality?

var {S2(Fag o == Su(f + @/2) S,(f — a/2),

Ef
TAf > 1 (16)

and the temporal mean of S5,.(f),fis proportional to the
product of power spectral densities (PSD’s) of the signal,

mean {S5,(ag < [S;(f + a/2)S,(f — «/D1/* (17)

(with the proportionality factor equal to the spectral self-
coherence Cy (f) of the signal, cf. [1, eq. (27)]). Thus,
the integration time T required to satisfy (13) at each fre-
quency f is approximately inversely proportional to the
product of PSD-SINR’s:

S,(f + a/2)S,(f — a/br 18
S.(f + a/8,(f — «/2))

It follows that 7 must increase twice as fast as the SINR
decreases (e.g., T must be quadrupled for every reduction
by one half of SINR).

Let us now return to the issue of the effect of error in
the cycle frequency o on the choice of integration time 7.
If the cycle frequency is unknown or not precisely known,
for example, due to Doppler shifts, then an estimate must
be used. Since the cycle resolution of the spectral corre-
lation function estimate (11) is Aa = 1/T (cf. [2, ch.
13]), then the required accuracy of the estimate of « in-
creases as the averaging time T increases so that the es-
timated « lies within + A« /2 = 41 /2T of the cycle fre-
quency of the SOI. One way to estimate the cycle
frequency of interest is to compute the cyclic autocorre-
lation function, as a function of «, with a finite averaging
time T, for one or several fixed lag values 7. This can be
easily accomplished by use of a DFT (or FFT) operating
on the lag product x(r — 7)x(r)*. The accuracy of the es-
timate obtained using this method is, obviously, limited
to Aa = 1/T,.

It is also of importance in selecting an averaging time
T to consider the possibility of a cycle frequency of an
interferer o; that lies close to the cycle frequency of the
signal of interest o, which is used by the cyclostationar-
ity-exploiting method. In this situation, we require that
1/T = Aa < |oy — ] in order to resolve the two cycle
frequencies and reduce the contribution from the spectral
correlation of the interference which can degrade the
spectral correlation function estimate and consequently the
TDOA estimate (cf. [2]). However, even when the pre-
ceding resolution inequality is satisfied, cycle leakage can
still degrade performance. For a given integration time T,
the degree of cycle leakage can be controlled to some ex-

T oc |CX(f)|™! [

3This is an accurate approximation for stationary Gaussian noise, but
requires minor modification (e.g., by a factor of 2) for non-Gaussian and/
or cyclostationary interferers.
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tent through the use of a windowing technique. The cyclic
autocorrelation
1 P72
R(1) & i —S t *t — 1/2)e 2™ gy
) Tgr; T 1 x(@t + 7/2)x*t — 7/2)e d

19

which is the inverse Fourier transform of the spectral cor-
relation function S7(f), is a Fourier coefficient of the pe-
riodic autocorrelation

R(t, 1) = 2 RX(r)e™ (20)
(see [1, sec. II]), and is nonzero at o equal to the cycle
frequencies of the signal, e.g., o = «, and cycle fre-
quencies of the interfering signals, e.g., & = «;. In other
words, |R2(7)|* is the power in the spectral line at fre-
quency « in the power spectrum of the lag-product wave-
form z,(1) & x(t + 7/2)x*@ — 7/2) for fixed 7. Even
though the cycle resolution might be smaller than the sep-
aration between the cycle frequencies of the signal and
interference, Aa = 1/T < |ay — oy, strong spectral cor-
relation of the interference at @ = o; can still leak into
the spectral correlation measurements for the signal at o
= o, [2]. Thus, if a proper tapering window for the lag
product waveform z,(¢) is used in (19) when integration
time is finite, the cycle leakage can be reduced to some
extent. It can be shown [2, ch. 13, sec. A] that using a
tapering window directly on the data x(f) (and y(¢)) in (12c)
is also helpful.

Another possible source of performance degradation is
channel mismatch, e.g., due to multipath propagation. If
the channel from the source to (and including) the sensor
producing the data x(¢) has transfer function A( f) and that
from the source to the sensor producing y(¢) has transfer
function B( f), then the model [1, eq. (38)] must be gen-
eralized to

x(®) = a@®) ®.s() + n@)
y@® = b¥) ® s@@) + m(r).

21a)
(21b)

Consequently, the autospectral and cross-spectral corre-
lation functions [1, eq. (40)] are generalized to

SY(f) = A(f + a/DAXf — /D SI(f) + SH()

22)
S5(f) = B(f + a/2)A%(f — «/D)S3(f)

AR R A (23)

Under the condition [1, eq. (42)] that « is a cycle fre-
quency in s(#) but not in n(¢) and m(?), this generalization
results in the SPECCORR formula

S%(f) _B(f+a/2) -2/ +a/DD
SN A+ /)
and the SPECCOA formula
S (FISE)* = |A(f — /D 1SLNIIPB(f + «/2)
CAR(f+ af2) e TPTUHDP (25

24
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In both cases (24) and (25), the phase function ®( f) be-
comes

®(f) = 2w (f + a/2)D + arg {B(f + a/2)}
—arg {A(f + «/2)}. (26)

Thus, any mismatch in the phase versus frequency char-
acteristics of the two channels will modify the linear phase
characteristic and thereby degrade the TDOA estimate.
Since the amount of degradation depends critically on the
particular type of channel mismatch and since such mis-
match can be compensated for when A(f) and B(f) are
independent of f as explained in [1], this effect is not con-
sidered in the simulation study presented in the following
sections.

Another possible source of performance degradation is
differential Doppler effect between the two reception plat-
forms, relative to the emitter location. When the Doppler
effect can be approximated as a uniform frequency shift,
the TDOA algorithms in Section I can be easily compen-
sated to accommodate differential Doppler.

For the BPSK signal of interest considered in the fol-
lowing sections, any one of several vaiues for o could be
used, namely, o = oy, the keying rate, o = 2f,, the dou-
bled carrier frequency, or o = 2f, + oy. Since o = 2f,
yields the strongest cyclic feature as shown in [1, appen-
dix], it would result in the best performance. However,
since carrier frequencies used in the transmitter are easily
changed, they can be difficult for an unintended receiver
to know. Consequently, o = ¢ is used in all the simu-
lations reported in the following sections.

III. QUALITATIVE PERFORMANCE ASSESSMENT

To demonstrate the tolerance to noise and interference
exhibited by the SPECCORR, SPECCOA, and SPEC-
CON methods, we consider a real simulated BPSK signal
of interest (cf. [1, appendix]) corrupted by interference
for four different environments ranging from broad band
to narrow band and including multiple and single inter-
fering signals. In all cases, uncorrelated broad-band white
Gaussian noises (WGN’s) are also added to the two re-
ceived signals. The discrete-time sampling increment ‘is
T,. The BPSK signal has carrier frequency of f, = 0.25 /T,
and keying rate of o, = 0.0625 /T,. It has full-duty-cycle
half-cosine envelope, which results in a null-to-null band-
width of B = 0.1875 /T,. The TDOA for the BPSK signal
is D = 48T,. For an AOA of 60° from the baseline, this
value of D corresponds to a distance between receivers of
L = ¢D/sin 60° = 96T,c = 24c/f. = 24 wavelengths
of the carrier. Any closer spacing would begin to require
phase versus AOA calibration, in which case a high-res-
olution array might be preferable (although this would re-
quire that sensors be within half a wavelength of each
other to avoid ambiguity).

For comparison with simulation results, the ideal (T —
o and Af = 0in (11)-(12)) SPECCOA function [1, eq.
(68a)], SPECCON function [1, eq. (75)], and
PP-SPECCON function [1, eq. (76)] with o = o for this
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BPSK signal are shown in [1, figs. 3 and 4]. The
BL-SPECCORR function [1, = eq. (56¢)] is the well-
known sinc envelope on a sinusoidal oscillation, and is
shown in [1, fig. 2].

A. Environment 1: Multiple Interference

In this environment, the interference consists of five
AM signals with carrier frequencies of f; = 0.156 /Ty, f,
= 0.203/T,, f; = 0.266/T,, f, = 0.313/T,, fs =
0.375/T,, bandwidths of B, = 0.04/T,, B, = 0.05/T,,
B, = 0.045/T,, B, = 0.04 /T,, Bs = 0.08/T,, and cor-
responding TDOA’s of 7, = 28T, 7, = 68T, 73 = 78T,
74 = 38T, 75 = 587T,. The signal-to-interference ratio
(SIR) of each AM signal is 0 dB and the signal-to-noise
ratio (SNR) is 0 dB, which yields a total SINR of —8 dB.
The magnitude of the measured spectral correlation func-
tion |S¢(f)| for this highly corrupted BPSK signal is
shown in Fig. 1(a) as the height of a surface above the
plane with coordinates f and «, and that for the uncor-
rupted BPSK is shown in Fig. 1(b). These measurements
were obtained using the discrete-time and discrete-fre-
quency counterpart of the frequency-smoothed cyclic pe-
riodogram (12), with T = NT,, N = 32 768, and smooth-
ing product T Af = 1024.

The surface along o« = 0 in Fig. 1(a) is the power spec-
tral density function, from which it is easily seen (by
comparing to Fig. 1(b)) that the signal of interest is com-
pletely masked. However, for « = + oy, o = +2f,, and
o = +2f. + o, the spectral correlation features of the
signal of interest are clearly visible. Thus, the phase in-
formation associated with any of these cycle frequencies
is easily extracted for TDOA estimation.

The SPECCORR function Ba(r), specified by (4) and
(11)-(12) with T = 32 768T, and Af = 200 /T = 1 /164T,
< 1/2D = 1/96T,, was computed and graphed for « =
oy (using a threshold for the denominator that was ex-
ceeded 95 % of the time). The result is shown in Fig. 2(b).
It is clear that the dominant peak occurs at the correct
TDOA value, 7 = D = 48T,. But a smaller spurious peak
occurs at 7 = 357,. To eliminate the ambiguity caused
by the presence of spurious peaks, the averaging time T
could be increased. Also, it can be helpful to band limit
the integrand, S50(f)as/Sy(f)ap as in (4), to reduce
measurement noise outside the band of the signal of in-
terest (when the location of this band is known) before
inverse Fourier transforming. Fig. 2(c) shows b, (¥) when
the integrand is weighted by a raised-cosine window cen-
tered at f, with width of 3¢, and indeed only one peak
(at the correct value of TDOA) exists in this band-limited
(BL) SPECCORR function, although it occurs within an
oscillatory burst. In contrast to this, we see from the graph
of 130(7-) in Fig. 2(a) for « = 0, which corresponds to the
conventional GCC method based on (2), that the peak of
interest is only one of many peaks, any one of which might
be taken as the TDOA estimate. Although the conven-
tional GCC method is somewhat immune to narrow-band
interference (see environment 4), we see that it fails in
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Fig. 1. (a) Magnitude of the measured spectral correlation function (on the
half-plane) for received data for environment 1 (consisting of five AM
SNOI, the BPSK SOI, and WGN). (Measurement parameters: T = 32 7687,
and T Af = 1024.) (b) Magnitude of the measured spectral correlation
function for the BPSK SOI only. (Measurement parameters: T = 32 7687,
and T Af= 1024.)

this case where multiple moderate-bandwidth interfer-
ences are present.

For the SPECCOA function cAg (7), specified by (6), the
averaging time T is reduced by a factor of 8 from 32 7687,
to 40967, and the smoothing product T Af is thereby re-
duced from 200 to 25 (to render the same A fused earlier).
The resultant SPECCOA function for o = « is shown in
Fig. 2(d). Although the measured spectral correlation
function is noisier for this averaging time than for the
longer one, the SPECCOA pattern shown in [1, fig. 3(b)]
is clearly visible and the highest peak is at the correct
value of TDOA.

The averaging time and smoothing product used for the
SPECCON function d.,(r), specified by (8), and the
PP-SPECCON function d’ (7), specified by (8) and (10),
is the same as that for the SPECCOA method. The resul-
tant SPECCON function for o = oy is shown in Fig. 2(e).
Though the SPECCON pattern shown in [1, fig. 4(a)] is
visible, it is not surprising, as discussed in [1], that the
lowest null occurs at 7 = 507, which is not the correct
value of TDOA. However, for the PP-SPECCON func-
tion shown in Fig. 2(f), the highest peak does indeed oc-
cur at the correct value of TDOA.

For the following environments, the values for the in-




1190

T T T T T [ — 1
0 20 40 60 80 100 120 140 160 180 200

7/Ts

()

T T T T T T T T T 1
0 20 40 60. 80 100 120 140 160 180 200
—_—

7/Ts
(®)

T T T T T T T T T 1
0 20 40 60 80 100 120 140 160 180 200

©) 7/Ts

IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 40, NO. 5, MAY 1992

WY
N v 4
K uovvu;o 100 120 140 160 180 200
- 7/Ts

(@

(©

60 80 100 120 140 160 180 200

—_—

- » T/T3

®

Fig. 2. (a) The GCC function by(r) (without band limiting) for env1ronment 1. (b) The SPECCORR function b, (1) (without

band limiting) for environment 1. The dominant peak occurs at 7 =
= 48T,. (d) The SPECCOA function ¢, (7) for environment 1. The highest

environment 1. The highest peak occurs at 7 =

= 48T,. (c) The BL-SPECCORR function b .(7) for

peak occurs at 7 = D = 48T,. The integration tlme is reduced by a factor of 8 from that used for Flgs 4(a)-(c). (e) The
SPECCON function d/,(7) for environment 1. The lowest null occurs at 7 = 52T,. The integration time is reduced by a factor
of 8 from that used for Figs. 4(a)-(c). (f) The PP-SPECCON function (i" (7) for environment 1. The highest peak occurs at 7
= D = 487,. The integration time is reduced by a factor of 8 from that used for Figs. 4(a)-(c).

tegration, or collection, time 7 and the smoothing product
T Af are the same as those used in environment 1.

B. Environment 2: Wide-Band Interference

The interfering signal is this environment is a BPSK
signal like the signal of interest but with carrier frequency
of fi = 0.21875T;, keying rate of oy = 0.10/T,, and
TDOA of 7, = 58/T,. It also has full-duty-cycle half-
cosine envelope which yields a bandwidth of B, = 0.3 /Tj.
Note that even though the interference is the same type of
signal as the signal of interest, it does not exhibit spectral

correlation at o« = oy, which is the cycle frequency being
exploited by the TDOA algorithms. The SIR and SNR are
both 0 dB and the total SINR is —3 dB. The SPECCORR
function b, () for @ = oy is shown in Fig. 3(b). It is clear
that the dominant peak occurs at the correct TDOA cor-
responding to the signal of interest. The BL-SPECCORR
function is graphed in Fig. 3(c) and it can be seen that the
highest peak occurs at the correct TDOA for the signal of
interest. The conventional GCC meth_dd is particularly in-
ferior when a wide-band interference, which spectrally
masks the signal of interest, is present. This is a result of
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Fig. 3. (a) The GCC function bo(r) (without band limiting) for environment 2. The dominant peak occurs at T =7, = 58T,.

(b) The SPECCORR function b, () (without band limiting) for environment 2. The dominant peak occurs at 7 =

= 48T,. (c)

The BL-SPECCORR function b .(7) for environment 2. The highest peak occurs at 7 = D = 48T,. (d) The SPECCOA function

é! (7) for environment 2. The highest peak occurs at 7 =

= 48T,. (¢) The SPECCON function J’ (7) for environment 2. The

lowest null occurs at 7 = 487,. (f) The PP-SPECCON functlon zi” (7) for environment 2. The highest peak occurs at 7 = D =

48T.,.

the fact that i) the phase of S;’x( f) contains a linear term
with slope 7, which is the TDOA of the interferer, over
a wider band than the term with slope D, and ii) the de-
nominator S°(f), instead of deemphasizing the interfer-
ence in Syx( f), might well deemphasize the signal of in-
terest itself. As a result, bo(7) in Fig. 3(a) displays a strong
peak at the TDOA 7 = 7, of the interferer and a rather
weak one at the desired TDOA 7 = D. When the band-
width of the interferer is increased, the performance of
the SPECCORR method remains essentially the same, but
the performance of the GCC method is degraded.

Because of the increased SINR compared with case 1,
the SPECCOA and SPECCON methods perform espe-
cially well, as illustrated in Figs. 3(d) and (e), respec-
tively. The PP-SPECCON method is illustrated in Fig.
3(f), where the expected pattern is clearly revealed and
the highest peak occurs at the correct TDOA..

C. Environment 3: Coband Interference

The interference in this environment is an AM signal
which has a TDOA of 7, = 58T, and the same carrier
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Fig. 4. (a) The GCC function by(7) (without band limiting) for environ-
ment 3. The dominant peak occurs at 7 = D = 487;. (b) The SPECCORR
function b, (7) (without band limiting) for environment 3. The dominant
peak occurs at 7 = D = 48T,. (c) The SPECCOA function &, (7) for en-
vironment 3. The highest peak occurs at 7 = D = 48T,. (d) The SPECCON
function d;,(7) for environment 3. The lowest null occurs at 7 = 487,.

frequency and bandwidth as that of the BPSK signal of
interest. Also, the SIR and SNR are both 0 dB and the
combined SINR is —3 dB. The GCC and SPECCORR
functions are shown in Figs. 4(a) and (b), respectively. It
is clear that the GCC method fails to combat the interfer-
ence, and either of the two peaks shown in Fig. 4(a) might
be taken as the TDOA estimate. On the other hand, the
SPECCORR method yields a distinct peak at the correct
TDOA.

The SPECCOA and SPECCON functions, shown in
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Fig. 5. (a) The GCC function bo(7) (without band limiting) for environ-
ment 4. The dominant peak occurs at 7 = D = 487,. (b) The SPECCORR
function b, () (without band limiting) for environment 4. The dominant
peak occurs at 7 = D = 48T,. (c) The SPECCOA function &, (7) for en-
vironment 4. The highest peak occurs at 7 = D = 487,. (d) The SPECCON
function J;(T) for environment 4. The lowest null occurs at 7 = 487,.

Figs. 4(c) and (d), respectively, successfully combat the
interference.

D. Environment 4: Narrow-Band Interference

In this last environment, a BPSK signal with carrier fre-
quency of f; = 0.2/T,, keying rate of oy = 0.025/T,,
bandwidth of B; = 0.075 /T, and TDOA of 7, = 58T, is
employed as a narrow-band interferer. Again, SIR and
SNR are both 0 dB to yield a total SINR of —3 dB. The
GCC and SPECCORR functions are shown in Figs. 5(a)
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and (b), respectively. Since B, is small compared to By,
the conventional GCC method performs relatively well
since it is able to deemphasize the narrow-band interfer-
ence and to thereby render a strong peak corresponding to
the correct TDOA. Nevertheless since the deemphasis
leaves the phase of Syx( f) intact, a small peak due to the
interferer is still visible. In contrast, no contribution from
the interferer is visible for the SPECCORR method. When
the bandwidth of the interferer is decreased, the perfor-
mance of both methods improves (not shown here).

The performance for the SPECCOA and SPECCON
methods, illustrated in Figs. 5(c) and (d), respectively,
are essentially the same as for the preceding case with the

“highest peak in the SPECCOA function and lowest null
in the SPECCON function positioned at the desired
TDOA.

To conclude this qualitative performance assessment,
we see that in all four environments, the SPECCORR
method consistently outperforms the conventional GCC
method, and the TDOA-estimation function 50,(7) is es-
sentially the same for all cases. This is a result of the
relatively large value used for the averaging time T. The
SPECCOA and SPECCON methods also consistently out-
perform the conventional GCC method and require con-
siderably less averaging time than that required by the
SPECCOR method. Of course, these results, each of
which is based on a single statistical sample, are not nec-
essarily representative of the performance on the average
over a number of samples. Nevertheless, these particular
results are shown to be representative in the next section,
where the results of Monte Carlo simulations are pre-
sented.

IV. QUANTITATIVE PERFORMANCE EVALUATION
A. Method

To quantitatively assess the performance of the TDOA-
‘estimation methods, we again consider the same simu-
lated BPSK signal of interest in several of the environ-
ments described in the previous section, as well as some
additional environments, and we compare the MSE’s of
the TDOA estimates produced by the various methods, as
evaluated from Monte Carlo simulations.

We consider first the environments 2 and 4, which con-
sist of wide-band and narrow-band SNOI at 0-dB SIR and
WGN at 0-dB SNR. Since the new algorithms perform so
well at 0-dB SIR (e.g., yielding normalized MSE’s in
some cases below —60 dB with a collection of between
1024 and 2048 samples), the case of SIR = —10 dB is
also considered. Then an interference-free environment
with only white Gaussian receiver noise at SNR = —10
dB is considered. Since the SPECCOA and PP-SPECCON
methods far outperform the conventional GCC method
(and all other methods considered) in all these environ-
ments, we go on to consider what should be even more
challenging situations in the next two cases. In the pre-
ceding environments, the closest cycle frequency of the
SNOI to that of the SOI differed from that of the SOI by
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50%. This motivates the consideration next of a cycle fre-
quency separation of only 1%. It is found that this does
somewhat decrease the rate of convergence of MSE (to-
ward its asymptotic value of zero) with increasing collec-
tion time, but performance is still excellent (reaching nor-
malized MSEs below —60 dB in some cases with a
collection of 2,048 samples). As a final challenge, we
consider the situation where the cycle frequency exploited
by the algorithm is in error, with respect to the cycle fre-
quency of the SOI, by 1%. Here we find that the GCC
method can outperform the new methods when the inte-
gration time used exceeds the reciprocal of the cycle fre-
quency error, but even with SNR = SIR = 0 dB, the
normalized MSE of the SPECCOA method gets down to
—30 dB, before it begins to increase with further in- .
creases in integration time. i

Since the Cramér-Rao lower bound (CRLB) on the
MSE of an unbiased estimator is a standard benchmark
against which conventional TDOA estimation methods are
often evaluated, it was deemed desirable to also compare
the performance of the new methods with this bound.
However, the CRLB that is typically used is for a station-
ary Gaussian SOI in a stationary Gaussian SNOI environ-
ment, whereas the environments of primary interest in this
paper involve non-Gaussian and nonstationary (cyclosta-
tionary) SOI and SNOI. Moreover, the nonstationarity is
the primary feature exploited by the new methods. Thus,
the conventional CRLB does not apply and, worse yet,
the CRLB that does apply is exceedingly difficult to eval-
uate for non-Gaussian and nonstationary SOI and SNOI. |
As a compromise, it was decided to compute the conven-
tional CRLB for each environment, treating the SOI and
SNOI as if they were Gaussian stationary, and using an
SNR in the computation of the CRLB that is equal to the
total SINR in the actual environment. The formula used

is [4]
3 1 2N, <&>2} .
77T /3 - fl[ 51 *

where S, and N, are the equivalent flat PSD’s of the SOI
and SNOI within the band of interest [ f;, /5], and T'is the
data collection time. The band of interest was chosen to
coincide with the primary band of the SOI:

fi=f - B/2

hL=f.+B/2 (28)
where f, is the BPSK SOI carrier frequency and B is the
null-to-null bandwidth of the BPSK SOI. In all cases con-
sidered, the SNR used for this band is either —3 dB (cor-
responding to either actual SNR = SIR = 0 dB, or actual
in-band SNR = —3 dB and no interference).

The justification for using this CRLB is that it gives an
indication of the best that can be done when cyclostation-
arity (and non-Gaussianness) of the SOI (and SNOI) is
ignored, as is typically done with conventional methods.

In all measured spectral densities used in the various
methods, the spectral resolution parameter Af is equal to

CRLB =
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1/164T,, as in Section III. The data collection time T is
varied from T = 2567, to T = 16 384T, (which corre-
sponds to a range of from 16 keying intervals of the BPSK
SOI to 1024 keying intervals) in increments of 3 dB. Ex-
perimentation showed that 400 Monte Carlo trials yielded
adequately stable values of MSE up to a point, that is, as
long as the normalized MSE remained above about —40
dB. For normalized MSE below —40 dB, a larger number
of trials would be necessary, and time interpolation be-
tween sample values in the TDOA parameter would be
advisable. Although the number of trials was increased to
1000 (the maximum practical value for the computer re-
sources available to this study) for some of the experi-
ments, this value is still too small for reliability below
—40 dB.

The MSE’s presented are normalized by the squared
value of the true TDOA. Thus, —20 dB corresponds to a
MSE of 1%, and —40 dB corresponds to 0.01%. The
smallest nonzero value of normalized MSE (NMSE) that
is measurable with 400 trials for a SOI with TDOA4 =
48T, (and no time interpolation) occurs when there is one
error equal to one sampling increment 7 in 400 trials, and
is given by

(I 1

NMSE,,;, = = 107°
™R 400 (48T)°

(29)

which is —60 dB. When the actual NMSE is so small that
there are no errors as large as T in 400 trials, a value of
—80 dB is somewhat arbitrarily assigned, but it is em-
phasized that values below —40 dB are not reliable. Val-
ues below —40 dB are particularly suspect since the cor-
rect TDOA value is an integer multiple of the sampling
increment. Nevertheless, the value of —80 dB does cor-
rectly indicate that MSE is very small indeed, and the
results of other simulations (not reported here) where time
interpolation was used to accommodate TDOA’s not equal
to integer multiples of the sampling increment agree well
with the results reported here. It is emphasized that nor-
malization of the MSE by the squared TDOA is particu-
larly appropriate since for small MSE’s, the root-MSE
(RMSE) of the angle of arrival (AOA), using the far-field
approximation, is approximately inversely proportional to
the maximum TDOA for the platform pair (namely c¢/L,
where c is the speed of propagation and L is the separation
between platforms). That is, using the far-field approxi-
mation

D =

oI~

sin (8) (30)

where 6 is the AOA, and assuming small RMSE’s, we
can obtain the approximation

RMSE, = ——— RMSEqpos.

L|cos (8)| Gh
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B. Results

Fig. 6(a) shows the performance from 400 trials of the
SPECCORR method in the wide-band environment 2 and
the narrow-band environment 4, each of which has SNR
= SIR = 0 dB, and in the modified narrow-band environ-
ment 4 with SIR reduced to —10 dB. It can be seen that
this method is relatively insensitive to the SNOI, but the
sensitivity that is exhibited is greater for an increase in
the bandwidth of the SNOI than it is for an increase in the
power of the SNOI. That is, the increase in bandwidth by
a factor of four results in a larger increase in MSE than
does the increase in power by a factor of ten.

Similar behavior is displayed in Fig. 6(b) for 400 trials
of the BL-SPECCORR method, except that performance
is better overall due to out-of-band noise rejection.

Since the performance of the SPECCOA, SPECCON,
and PP-SPECCON methods is so superior to that of the
two preceding methods, and since the narrow-band envi-
ronment is less challenging than the wide-band environ-
ment for all methods, Fig. 6(c) shows the performance of
these three methods for only the wide-band environment.
As an indication of how much better, say, the SPECCOA
method is, we note that on the average the SPECCOA
method requires only 1/16 the amount of data to perform
as well as the SPECCORR method. To confirm this un-
usual performance, the experiment was modified slightly
by changing the carrier frequency of the SNOI from
0.21875/T, to 0.3 /T, increasing the number of trials
from 400 to 1000, and increasing the maximum collection
time from 4096 to 16 384. The results shown in Fig. 6(d)
are even better than those in Fig. 6(c). (However, the dip
in the MSE of SPECCON has not yet been explained, but
it might be a fluke due to insufficient reliability.) In fact,
this usually good performance is exhibited even in the
WGN-only environment, as shown in Fig. 7. This can be
at least partly understood from the fact that these signal-
selective methods discriminate against not only interfer-
ence but also noise (and, more generally, anything that is
not cyclostationary with the cycle frequency being used).
For the experiment associated with Fig. 7, the SNR in the
SOI band is —3 dB and. the total SNR (in the entire re-
ceiver band) is —10 dB.

As illustrated in Fig. 8, similar performance is achieved
by the SPECCOA and PP-SPECCON methods when the
cycle frequency of the SNOI is close (within 1% for Fig.
8 instead of the 50% for Fig. 6) to that of the SOI; how-
ever, the collection time required to achieve this perfor-
mance is approximately doubled (cf. Figs. 6(c), (d)). On
the other hand, essentially the same performance is
achieved by the SPECCORR, BL-SPECCORR, and
SPECCON methods, regardless of whether the cycle fre-
quency separation is 1% or 50%. The interference used
in obtaining the results in Fig. 8 is similar to that used in
the wide-band environment 2: it is a BPSK signal with
carrier frequency of f; = 0.23 /T, keying rate of a;; = o
+ 1/2048T, = 0.06299 /T,, SNR = SIR = 0 dB, and a
TDOA of 7; = 587,.
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Fig. 6. (a) Normalized MSE versus collection time for the SPECCORR method in three environments. (b) Normalized MSE
versus collection time for the BL-SPECCORR method in three environments. (c) Normalized MSE versus collection time for
the SPECCOA, SPECCON, and PP-SPECCON methods for the wide-band environment (WB SNOI), environment 2. SNR =
SIR = 0 dB. (d) Normalized MSE versus collection time for the SPECCOA, SPECCON, and PP-SPECCON methods for the
modified wide-band environment (WB SNOI). SNR = SIR = 0 dB. (In (a)-(d) the CRLB is for a simplified stationary-signal

model.)

In the last experiment to be considered, the coband en-
vironment 3 from Section III, where SNR = SIR = 0 dB,
is adopted, but the cycle frequency used by the algorithms
isinerrorby 1%: |a — oy = 0.00625/T,. As shown in
Fig. 9, for collection times up to between 1024 and 2048,
the performances of the SPECCORR, BL-SPECCORR,
and SPECCOA methods are very similar to their perfor-
mances in previous cases where there is no cycle fre-
quency -error. However, when the collection time T ex-
ceeds this range, it exceeds the reciprocal (16007) of the
cycle-frequency error, that is, the cycle-frequency reso-

lution width Aa = 1/T becomes smaller than the cycle

frequency error. As a result, performance continually de-
grades as collection time is increased beyond this point.
As shown in Fig. 10, for each method the mean of the
TDOA estimate decreases rapidly to the vicinity of the
true TDOA value (within less than 1% in the best case)
and the standard deviation drops drastically (to less than
4% in the best case) as collection time increases from
256T; to 5127;. Then, with further increases in collection
time from 5127 to 16 384T, the mean error (bias) in-
creases only slowly (about three orders of magnitude more
slowly than the MSE decreases). Thus, the methods do
not fail catastrophically: the bias is only about 10% and
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BL-SPECCORR, and SPECCOA methods, when the cycle frequency of
the SNOI is within 1% of that of the SOI (WB SNOI). SNR = SIR = 0
dB. (The CRLB is for a simplified stationary-signal model.)

the standard deviation is about 10% to 20% even when
collection time, 16 384T, is ten times the critical value
of 16007}, which is the reciprocal of the cycle frequency
error.

V. CONCLUSION

In conclusion, the new signal-selective algorithms ex-
hibit excellent robustness for BPSK signals in a wide range
of interference and noise environments and operating con-
ditions. Results not reported here show the same level of
performance for QPSK signals, and experimentation with
other signal types such as FSK suggests that comparable

3
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performance is attainable in those cases where the signals
of interest exhibit substantial spectral correlation. These
new algorithms are tolerant to both interfering signals and
noise, and they can outperform conventional algorithms
that achieve the Cramér-Rao lower bound on variance for
stationary signals because the signals considered here are
nonstationary (cyclostationary) and the algorithms exploit
the nonstationarity to discriminate against noise and in-
terference. The most important issue regarding signal type
and corresponding performance that has been discovered
so far is the strength of the signal’s cyclic feature (or spec-
tral correlation feature) to be exploited, which is related
to the degree of cyclostationarity in the signal (cf. [5]).
For example, bandwidth-efficient digital signals can have
relatively weak keying-rate features in the sense that the
proportionality factor—the spectral coherence function
C{(f)—in (18) is close to unity over only a relatively
small band. This limits the band over which the linear
phase-versus-frequency characteristic of the spectral cor-
relation functions can be used, thereby limiting reliability
of the estimate of the slope of this line. Although this can
in principle always be compensated for by increasing the
collection time (cf. (18)), there are of course practical
limits to this.
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